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After one pass (partition) of 
the array, the pivot is in its 

final location.

This side is 
less than the 

pivot.

This side is 
greater than 

the pivot.



Quicksort
• Algorithm: use a pivot to partition the array into two 

halves: less than the pivot and greater than the pivot. 
Then, quicksort each half.

• Recursive.
• The fastest in-place algorithm in the general case. 
• It uses swaps, so no extra memory is needed.
• It doesn’t work well for non-random data (say, reverse 

order). In that case, use merge.
• Speed: O(n log n). 
• Inventor: Tony Hoare
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O (n log n)

Order
n = length of 

array

Quicksort’s Speed
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Why are quicksort swaps so effective?
•Bubblesort’s swaps aren’t very purposeful. 

They only swap with their neighbour. They 
will move to their correct location 
eventually.
•However, quicksort’s swaps move the 

element to the correct half of the array. 
Each swap is a big move towards its correct 
place.  



You have an array 
that is 5 billion 
elements long. It 
is in random 
order. You have 
extra memory.

Which sort 
algorithm 

should you use?
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You have an array 
that is 5 billion 
elements long. It 
is in random 
order. You have 
extra memory.

Which sort 
algorithm 

should you use?

No.

Yes.

Doesn’t 
matter.


